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Preface

Western medicine advanced very slowly until the late 19th

century, borrowing many of its ideas from the ancient
Greeks. The idea that diseases could be cured by balancing
the four humours persisted well into the 19th century and
thus standard medical practice consisted of the use of
bleeding and purges. Many of the life-threatening diseases
of earlier centuries were due to microbial infection and
since the germ theory only developed in the mid 19th

century doctors had no real concept of the underlying
causes of the diseases they were treating. This did not
mean that physicians could not by careful observation
come up with effective treatments however, for example,
Jenner discovered vaccination without knowing anything
about immunology or viruses.

So the history of modern drug discovery is surprisingly
short. In 1930 a doctor would have only had about ten
drugs which could be regarded as therapeutically efficacious
in modern terms: morphine, codeine, ephedrine, aspirin,
procaine, quinine, digoxin, some vitamins and the recently
isolated hormones insulin and thyroxine. In addition, in
the age before antibiotics there were various toxic complexes
of heavy elements such as arsenic, mercury and antimony,
which were useful for treating bacterial and parasitic infec-
tions. They would not be regarded as acceptable medicines
nowadays unless there was no alternative. Between 1930
and 1975 drug discovery occurred at an enormous rate – this
was beforemanyof the very strict regulations for pharmaceu-
tical products came into force. In the last 25 years the pace of
drug discovery has been much slower, apart from in the
niche area of biotechnologically produced drugs.

A major emphasis of the book is on the way that drugs
interact with bio-molecules within the body. Although the
understanding of this has grown rapidly in the past 25
years this has not been reflected in drug discovery, and
it is hard to predict what the next phase of drug discovery
will be. There are still significant challenges in areas such
as cancer, neurological diseases and the management of
mental illness. In the developing world there is a need
for better drugs to treat parasitic diseases. A current buzz-
word is personalised medicine, where treatments are
tailored to the individual, but such approaches demand
a high level of resourcing. There is no doubt that medical
technology will advance through the use of stem cells and
the increasing sophistication of both cultured and engi-
neered replacement body parts. Perhaps the focus in drug
development will shift further towards targeting, delivery
and incorporation into devices.

I would like to thank my colleagues for their contribu-
tions to this book. In addition I owe a great debt to two
previous authors, both from the School of Pharmacy at
Strathclyde – Professor John Stenlake, whose two text-
books on molecular pharmacology contain a huge
amount of fundamental information, and Dr Walter
Sneader, whose books Drug Prototypes and Their Exploita-
tion and Drug Discovery provide the ultimate authority
of the history of drug discovery from ancient times into
the modern era.

Dave Watson
Glasgow
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Bond type and bond strength
David G Watson
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INTRODUCTION AND SYNOPSIS

Of the 110 or so elements there are only about 22 which
occur naturally in biological systems. The use of therapeu-
tic agents introduces about another half dozen. In earlier
centuries before the advent of selective antimicrobial
agents the use of the toxic elements mercury and antimony
was very popular to treat the then, more or less, incurable
diseases of syphilis and malaria. If a cure was effective it
was often a pretty close run thing with its opposite.

The structure of living systems is largely based on four
elements: carbon, hydrogen, oxygen and nitrogen, the
greatest part of any organism being hydrogen and oxygen
in the form of water (ca. 70% of the human body). The
predominant type of chemical bond which holds the
structure of an organism together is the covalent bond

which is formed when two atoms share their electrons.
Covalent bonds vary in strength and properties according
to the elements involved in the bond. One method of
classifying the elements, which join together to form
bonds, is according to their electronegativity. The electro-
negativity value for an element provides a measure of its
affinity for electrons and hence its ability to attract a neg-
ative charge or conversely to give up some electron density
and hold a positive charge. The electronegativity of some
of the more common elements in biology is shown in
Table 1.1; the derivation of electronegativity values is dis-
cussed later in the chapter.

Covalent bonds are usually formed between non-metals,
with the more electronegative element in the bond attract-
ing negative charge and creating a dipole (see Box 1.1).

Bonds formed between metals and non-metals are ionic
because of their large differences in electronegativity. In
an ionic bond the electrons are not shared, the less elec-
tronegative element gives the more electronegative ele-
ment its electron(s) and then they are held together in
the bond by the attraction of the resultant opposite
charges. A third type of bond is due to weak van der Waals
forces which are strongest between bulky chemical
groups. Figure 1.1 shows some examples of bond types
using an example which approximates to the binding of
adrenaline to a b2-adrenergic receptor where it interacts
with several amino acid side chains on the G-protein.

Collectively, the making and breaking of various bond
types drives the machinery of living organisms. Thus, for
instance, the binding of calcium ions to certain proteins
causes a change in their shape which results in muscle
contraction. Similarly, the binding of a biologically active
molecule such as acetylcholine to its receptor protein on
muscle cell changes the shape of the pores in the muscle
cell membrane, allowing sodium ions to enter the cell.

© 2011, Elsevier Ltd.
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This initiates a chain of events which results in entry of
calcium ions into the cell and hence muscle contraction.
Drug molecules act by altering the natural functioning of
the machinery of the cells within the body (or pathogen),
ideally, in order to repair an imbalance that is causing

disease. Pharmaceutical chemistry concerns itself with
which components within the structure of a molecule
cause it to affect cells in a particular way. This brief intro-
duction mentions several concepts relating to bond type
which we will now discuss in more detail.

Box 1.1 Dipoles

C H

C O

0.4 Debye

0.7 Debye

δ− δ+

δ + δ−

A bond between two different atoms always has a dipole

moment in which the negative end of the dipole is centred

on the electronegative atom. When two dipoles are in

different molecules they can interact to form a weak

reversible bond and these types of bonds are very

important in drug action. A dipole moment is conveniently

expressed in Debye (units in charge/metre). The dipole

moments for C–H and C–O are shown above; the dipole–

dipole interactions between positively charged atoms and

oxygen in drug molecules are of more significance than

those with carbon.

Table 1.1 Electronegativities of the biological
elements

Metals Non-metals

Na 0.9 H 2.1

Mg 1.2 C 2.5

Si 1.8 N 3.0

K 0.8 O 3.5

Ca 1.0 F 4.0

Mn 1.5 P 2.1

Fe 1.8 S 2.5

Co 1.9 Cl 3.0

Cu 1.9 Se 2.4

Zn 1.6 I 2.5

Self Test 1.1

Examine the structure of adrenaline and the precision with which it binds to the receptor. Which of the following drugs might

mimic the actions of adrenaline and which could block its action? Where do you think the blocking drugs might bind most

strongly to the receptor?

O

OCH2CHCH2NH2
+CH(CH3)2

H2C

CHCH2NH2
+CH(CH3)2

OH

Oxprenolol

Terbutaline Propranolol

Isoprenaline

OH

HO

HO

HO

HO

CHCH2NH2
+C(CH3)3

OCH2CHCH2NH2
+CH(CH3)2

OH
OH
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COVALENT BONDS

Covalent bonds are the strongest type of bond and are not
usually involved directly in drug action. In fact, in most
circumstances the formation of such bonds with a drug
would give cause for concern because of the potential for
alteration DNA and which could be potentially carcino-
genic. However, there are circumstances in which the for-
mation of a covalent bond is the therapeutic target for a
drug. This is most notably the case for the alkylating agents
used in cancer chemotherapy which are designed to form
covalent bonds with the DNA of the cancerous cells and
prevent them growing. As one might imagine, this process
is also damaging to healthy cells within the body.

What is a covalent bond?

The theory of chemical bonding can be very complex and is
worthy of several volumes in itself, but a basic knowledge
will be sufficient for our purposes (see Box 1.2). The modern
understanding of chemical bonding derives from quantum
mechanics. A bond is formed when an atom shares its elec-
trons with another atom. According to quantum mechanics,
the electron behaves like a light wave and when electrons are
shared they can either reinforce each other or cancel each
other out in the way that light waves do when they destruc-
tively interfere. The waveform of an electron is known as a
molecular orbital. The simplest atom is the hydrogen atom
and when two hydrogen atoms join together they provide

the simplest situation in which two molecular orbitals com-
bine. Figure 1.2 shows the overlap between in-phase and
out-of-phase hydrogen orbitals to form a bond.

The in-phase orbitals produce a viable s�bond which
holds the atoms together and the out-of-phase orbitals
produce an s* anti-bonding orbital in which there is no
overlap between the atomic orbitals. Since the bonding
between the two hydrogen atoms, or indeed any pair of
atoms, is due to an electronic wave phenomenon one
way of examining bonds is by observing their interaction
with electromagnetic radiation.

A pair of hydrogen atoms requires high energy/short wave-
length radiation at about 150 nm (8.3 eV) to break the bond
between them. Formation of the anti-bonding orbital can be
represented as shown in Figure 1.3 where the two electrons

Box 1.2 The electron volt

An electron volt is a measure of force, albeit a very tiny

amount of force.

1 eV ¼ 1.602176487(40)�10�19 Joules. One Joule is

approximately the energy required to lift a small apple

quickly up 1 metre, or is the amount of energy required to

heat 800 mL of dry, cool air through 1 degree Celsius.

O

O

CH CH2

OH

NH2CH3

+

OOCCH2CH2CH

NH

CO

H

H

CHCH2 O

H

CHCH2 O

H

NH

CO
NH

CO

CH2CH

NH

CO

Ionic bond-

Hydrogen bond

Hydrogen bond

Hydrogen bond

van der Waals
interaction

Figure 1.1 Interaction of adrenaline with
amino acids within its receptor protein.

1S

+

+

Energy
eV

1S

1S 1S

σ*
σ*

σ
σ

Figure 1.2 Bond formation between hydrogen atoms.

C C

hν = 8.3 eV

C C

Unpaired electron

Bonding Antibonding

Figure 1.3 The effect of UV radiation on the electrons in a
s bond.
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making the bond are moved apart. The use of curly arrows to
represent movement of electrons is shown in more detail in
Box 1.3. Because bonding energy is quantised, the energy
required is an exact figure for a given bond. The anti-bonding
state is unstable and short lived so either the bond will re-
form or a new bond will form with some suitable chemical
species in the environment.

Weaker bonds such as those found in DNA bases only
require radiation around 260 nm (4.8 eV) to break them.
This radiation is present in sunlight and hence the poten-
tially damaging effects of overexposure to sunlight. A sim-
ple example of a weaker type of covalent bond is found in
ethylene (Fig. 1.4). In this molecule the molecular orbitals
have a more complex (hybrid) waveform than the simple
1S orbital of the hydrogen atom. The most important
point to note is that the p bond in ethylene is formed
by only partial overlap of the orbitals that form it. The
stronger s-bond in the molecule results from more com-
plete overlap of the orbitals involved in it. Thus the energy
required to excite the electrons in the p bond in ethylene
to their excited (anti-bonding) state is lower than that
required to excite those in the s bond.

Table 1.2 shows the strength of some covalent bonds
commonly found within drug molecules and within the

biomolecules composing the human body, derived from
calorimetric measurements.

A method for estimating the strength of a bond is by
using calorimetry, which measures the heat of a reaction.
For example, the reaction between fluorine and hydrogen

Energy c c

+ ev

–ev

σ*

σ

π*

π

Figure 1.4 The carbon–carbon bonds in ethylene.

Box 1.3 Curly arrows

NH2
C Cl

Two electrons
attack to form a bond

Two electrons
forming the bond
move and the bond
breaks

NH C + Cl

Chloride
has gained
an extra electron
hence has
a negative charge

Throughout the book, extensive use is made of curly arrows to represent the movement of electrons. This convention is

quite simple to understand.

1. Any bond is composed of two electrons.

2. A double-headed arrow indicates two electrons moving and can indicate the formation or the breaking of a bond.

3. A single-headed arrow indicates the movement of a single electron.

H

O O O O
H

New bond formed
from two electrons

Unpaired
electrons

Unpaired electrons (free radicals) usually have a very short time of independence since they will rapidly pair with another

electron to form a bond. This is why free radicals are very damaging to living tissues.

Chapter | 1 | Bond type and bond strength
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F2 þ H2 2HF

shown above in theory generates 542 kJ mol�1 of heat.
Using the values shown in Table 1.2, on the deficit side,
the hydrogen–hydrogen bond (431 kJ mol�1 ) and the
fluorine–fluorine bond (155 kJ mol�1) are broken but
on the credit side two H–F bonds (2 � 564 kJ mol�1)
are formed. Thus the total energy derived from the reac-
tion is 1128�586 ¼ 542 kJ mol�1. The heat given out
by a reaction is called the enthalpy of reaction and given
the symbol D H, it is also given a minus sign, indicating
that heat is produced by the reaction; thus the theoretical
D H for the above reaction is �542 kJ mol�1. The heat of
such a reaction can be measured using a calorimeter,
which measures the amount of heat released by measur-
ing the increase in temperature of water surrounding the
sample being reacted. In this case, if 2 moles (40 g) of
hydrogen fluoride were formed from hydrogen and
fluorine the heat generated would be enough to raise the
temperature of 1 litre of water from 0�C to beyond its
boiling point (1 mole ¼ 18 g of water requires 75.4 J to
raise its temperature by 1�C). To break the bonds between
H and F in 2 moles of HF, 1128 kJ of heat energy would
be required. Thermal dissociation of bonds within mole-
cules occurs, for example, when the analytical technique
of inductively coupled plasma emission spectroscopy is
used. In this technique temperatures of ca. 6000�C,
provided by a heated plasma of argon gas, are used to dis-
rupt the bonds in molecules so that the elements making
them up can be analysed by exciting their electrons.

Dipole moments of bonds

The strengths of covalent bonds (Box 1.4) are less impor-
tant in appreciating the relationship between drug struc-
ture and activity than the weaker interactions which
occur between molecules as opposed to the forces within
molecules. An example of a weak bonding force is that
generated by the dipole moment of a bond. Linus Pauling
produced a method for estimating the electronegativity of
elements using equation 1 shown below.

jXA � XBj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DAB � ðDA2DB2Þ1=2

q
1

X is the electronegativity of elements A and B.
DAB, DA2 and DB2 are the bond dissociation energies

between AB, A2 and B2.
By arbitrarily defining the most electronegative element,

fluorine, as having an electronegativity value of 4.0 the
values for all the other elements can be defined and this
led to the values shown in Table 1.1.

Many covalent bonds have dipoles and dipole
moments within drug molecules are important for their
interaction with the biomolecules within cells which
transmit the drug’s action. The larger the dipole, the stron-
ger the dipolar interaction with proteins and receptors
within the cell. In addition, the strength of the dipole
moment gives an indication of how likely the drug is to
be degraded by reactants with an affinity for positive or
negative charge. As indicated above, in most cases drug
action is not based on covalent bond formation. There

Table 1.2 The energy of some covalent bonds

Single bonds Energy kJ mol�1 Dipole Double bonds Energy kJ/mol�1 Dipole

H–H 431

H–O 455 1.51

H–N 385

H–S 367 0.68

C–H 410 0.4

C–O 330 0.74 C¼O 170 2.3

C–C 330 C¼C 146

C–Cl 325

C–N 275 0.22 C¼N 147 3.5

C–S 235 0.9

N–O 182

P–O P¼O 120

Covalent Bonds
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are exceptions (see Box 1.5), and thus the importance of
covalent bond strength in pharmaceutical chemistry
relates mainly to the stability of drugs in formulations,
although it usually relates to the lifetime of the drug
in vivo as well. The likelihood of a drug degrading
depends on a combination of bond strength and the ease
with which it is attacked at either positive or negative cen-
tres of charge. Thus the carbon–carbon bond within bio-
molecules is one of the least susceptible to degradation,
certainly in vitro and to some extent in vivo, since it does
not have a large dipole despite the fact that it stores a large
amount of energy.

In Table 1.2 above it can be seen that the carbon–
carbon double bond is stronger than the carbon–carbon
single bond but listing its additive strength in this way
belies the fact that one of the carbon bonds, the p bond,
within the double bond is relatively weak and thus is
quite susceptible to chemical attack.

Some types of degradation reaction are more important
with regard to drug molecules than others. Most often it is
the polarised bonds within drug molecules which are most
susceptible to chemical degradation, i.e. have the lowest
activation energies in this respect. Figure 1.5 shows the par-
tial charge distribution within aspirin and paracetamol.

Box 1.4 How strong is a chemical bond?

Often, bond energy and the force holding two atoms together

are used interchangeably. In fact, the energy is equal to force

� distance since the force has to be applied in order to stretch

the bond for a certain distance before it will break. Chemical

bonds can be broken by applying a force in the same way as

one might apply weights to a spring until it snapped. Of

course, one cannot literally suspend a weight from a bond in

order to break it but one can stretch it to snapping point using

appropriate chemicals. If it were possible to stretch a bond by

attaching a weight, it would require a weight of 5–10

micrograms to break a single covalent bond (a microgram is

about the size of a speck of dust). This might not sound like

much but one has to remember that 1 mole of a compound

contains 6.022 � 1023 molecules.

Box 1.5 Covalent bond formation in drug
therapy

Covalent bond formation is important in the action of the

following classes of drugs:

1. Alkylating agents used in the treatment of cancer:

covalent bond formation occurs with the bases in DNA

and thus kills the cancer cells but also rapidly growing

cells in the body such as white blood cells.

2. Penicillins and cephalosporins: covalent bond formation

occurs with the growing bacterial cell wall.

3. Inhibitors of secretion of gastric acid secretion such as

omeprazole: covalent bond formation occurs with the

transporter in parietal cells.

4. Aspirin: acetylates COX enzymes inhibiting their activity.

N C CH3

O

N C CH3

OH

OHOH

NH3

OH

+

H

-0.53
0.62

0.26

COOH

O C

O

CH3

COOH

OH

CH3COOH

CH3COOH

+

-0.53

-0.48

0.73

H+/H2O

H+/H2O

-0.5

+

0.14

-0.36

-0.24

A

B

Figure 1.5 The hydrolysis of (A) aspirin and
(B) paracetamol.
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Under conditions of acidic hydrolysis of an ester or amide
the positively charged protons in the acidic medium will
attack the most negative point within the group undergoing
hydrolysis. In the case of aspirin the greatest negative charge
is on the two oxygens within the ester group and proton-
ation can occur at either of these positions, thus promoting
attack by water at the positively charged carbon, which
results in the breakdown of aspirin into acetic acid and
salicylic acid. The activation energy for this reaction is low
and hydrolysis occurs slowly at room temperature. It can
also be seen from the polarised distribution of charge that
the ester bond in aspirin is also susceptible to attack by
HO� which will attach itself to the positively charged car-
bon and thus promote hydrolysis. The hydrolysis of esters
is covered in Chapter 2. As pharmaceutical chemists,
we are interested in what conditions are likely to cause our
medicine to degrade. Obviously, aspirin should be kept dry.

The amide bond in paracetamol is also polarised and
the charges on oxygen and carbon are not very different
from those on the oxygens in the ester group in aspirin.
However, amides hydrolyse much less readily than esters.
One way of explaining this is that the carbonyl carbon is
not as positively charged in the amide as in the ester
and thus is less liable to attack by water or by the hydroxyl

ion. However, calculation of charge distribution by chem-
ical modelling software has its limitations and sometimes
a less sophisticated view yields useful information. With-
out changing the charge on the amide group it is possible
to write a resonance form for the amide where the proton
is on the oxygen. The concept of resonance can be applied
throughout organic chemistry and in simple terms all it
means is that electron density is shared more evenly
throughout a structure or group within a structure. As
was discussed at the beginning of this section, the most
stable bonds are those where electron density is
distributed evenly and thus there is likelihood of degrada-
tive attack. If the charge distribution is calculated for the
resonance form of paracetamol the charge distribution
across the oxygen, carbon and nitrogen is evened out.
Thus, activation energy required for hydrolysis of an
amide is greater than that required for hydrolysis of an
ester. It is important to note that once the activation
energy for hydrolysis has been overcome the acidic hydro-
lysis of an amide proceeds rapidly and irreversibly, i.e. it is
thermodynamically favourable and releases more energy
than hydrolysis of the equivalent ester. In this case a
non-polar molecule activation energy can be high but this
is followed by a high release of energy (Box 1.6).

Self Test 1.2

From the charge distribution in the following esters, arrange them in order of increasing rate of hydrolysis caused by HO�.

CHCl2 C

O

Dichloromethylacetate Chloromethylacetate Methylacetate

OCH3 CH3 C

O

OCH3

-0.52

-0.43

+0.75

CH2Cl C

O

OCH3

-0.5

-0.42

+0.82

-0.47

-0.39

+0.88

How much do you think the rate of acid hydrolysis might vary?

Box 1.6 Activation energy versus thermodynamic energy release

CH3 CH2 CH3 + 35O2 3CO2 + 4H2O

The absence of a dipole moment means that the activation energy required for degradation of a carbon–carbon bond to occur

is high; for example, propane gas is a rich source of thermal energy (3671 kJ mol�1 is enough to boil several kettles of water

when camping under the most arctic conditions). However, it has to be heated to a high temperature, e.g. with a match,

gently warming it does not work, before it ignites and reacts with oxygen. Thermodynamically, this reaction lies far in the

direction (to the right) of the formation of carbon dioxide from the carbon atoms and water from the hydrogen atoms in the

propane. In contrast, the energy required to activate the degradation of an ester by acidic hydrolysis described below is

minimal but the energy released by the reaction is small and thermodynamically the reaction lies only slightly in the direction of

the reaction products.

Thus in chemical reactions we have two ideas: the ease with which the reaction can be triggered and the amount of energy

released by the reaction.

Covalent Bonds
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Under acidic conditions (pH 1) at room temperature,
aspirin hydrolyses in a few hours whereas paracetamol
can be stored at room temperature under acidic condi-
tions (pH 1) for many days without much hydrolysis
occurring. We will return to the properties of esters and
amides in a little more detail in Chapters 3 and 4.

As can be seen in Figure 1.5 aspirin and paracetamol
have many bonds in their structure but it is only the bonds
where the charge distribution is polarised which are sus-
ceptible to hydrolytic attack. Ester bonds are among the
most labile bonds which are found in drug molecules.
Another type of bond which limits shelf life is found in
the lactam ring of penicillins. This bond may look like an
amide bond, and calculation of charge density on the C,
N andO atoms in the bond does not reveal any great differ-
ence from the atoms in the amide bond of paracetamol. At
this point an additional concept is required, which is that
ring strain renders the lactam ring much more susceptible
to nucleophilic attack (i.e. where a negative species attacks
a positive) or electrophilic attack (where a positive species
attacks a negative) and this is indeed also responsible for
its biological activity (Ch. 22). Ring strain arises from the
fact that carbon atoms have preferred angles between the
bonds attached to them. The preferred angles for the four
bonded carbons in the ring (A and B) is 109�280 (Box
1.7) and for the three bonded carbonyl carbons 120�; in
the lactam ring the carbons are forced to have angles
approximating to 90�. The strained ring reduces the activa-
tion energy required for the hydrolysis reaction to proceed
(Fig. 1.6).

The distortion of the ring geometry is further reflected
in the IR absorption of the carbonyl carbon within the
lactam ring which is at high energy, ca. 1770 cm�1. This
is due to the lack of interaction between the nitrogen
and the carbonyl oxygen, which normally occurs in
amides, resulting from the distorted geometry. IR pro-
vides a simple method for examining bond strength
(Box 1.8).

CH2 CONH

H H

N

S

O
COOH

0.52

-0.34
-0.56

CH2 CONH

HN

S

O

H H

COOH
OH

H+/H2O

Figure 1.6 Hydrolysis of the lactam ring.

Box 1.7 Ring strain

Tetrahedral
bond angle
106º28’

Four-bonded carbon prefers tetrahedral geometry. Any

deviation from the preferred angle produces strain. Rings

with six atoms or more are not strained. In five-membered

rings the strain is fairly minimal but four- and three-

membered rings are quite strained. Cyclopropane is the

simplest three-membered carbon structure. In fact, the

orbitals of the carbon atoms in this ring can be represented as

being bent away from the ring with an angle of 9.4�,
indicating that they do not overlap as extensively as in an

unstrained structure.

Direction of
orbitals

Cyclopropane

Nevertheless, cyclopropane is quite stable compared to

the lactam ring in a penicillin because its even charge

distribution presents no point for nucleophilic or electrophilic

attack and thus the activation energy for its reaction is

high. Indeed, it was even used as a volatile anaesthetic,

although it has fallen out of favour since a spark overcoming

the activation energy for the molecular reaction results in a

large thermodynamic change, i.e. an explosion.

Chapter | 1 | Bond type and bond strength
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INTERMOLECULAR OR INTER-ATOMIC
FORCES

Introduction

The actions of drugs on biological molecules involve
intermolecular forces. There are a number of types of
interactions between molecules, ranging from strong ionic
interactions to weak but additively strong van der Waals
interactions. The different strength of the different types
of intermolecular force can be observed in the melting
points of the series of compounds shown in Table 1.3,
all of which have similar molecular weights but which
exhibit different types of intermolecular interactions. The
high degree of precision with which a naturally occurring
ligand binds to its site of action depends on a delicate bal-
ance of the different intermolecular forces (see also Box
1.9). Drugs usually do not fit a given receptor with the
same degree of precision as a natural ligand but have
actions which originate in strong binding to parts of the
receptor. With a knowledge of receptor structure, the
intermolecular forces required for binding can be used
to model ideal drug structures which will bind strongly.

Ionic bonds

When two atoms which are widely different in electroneg-
ativity are brought into contact, rather than a covalent
bond forming, the more electronegative atom will take
an electron or electrons from the less electronegative
atom, thus becoming negatively charged while the less
electronegative atom becomes positively charged. A sim-
ple example is the reaction between a sodium atom (a soft
metal) and a chlorine atom (gas). Having gained positive
and negative charges, the two atoms are now attracted to
each other, and if they are considered to be point charges

Table 1.3 The effect of different intermolecular forces on melting point and boiling point

Substance Mol. Wt. M. P. B. P. Intermolecular forces

Argon (Ar) 40 �186�C Dispersion forces

Carbon dioxide (CO2) 44 �78.5�C
sublimes

Increased dispersion forces due to larger number

of bonds

Propane 42 �42�C Further increase in dispersion forces due to more bonds

Methyl chloride CH3Cl 50.5 �97�C �23.7�C Dispersion forces þ weak dipole–dipole interaction

Nitrogen dioxide (NO2) 42 21.2�C Dispersion forces þ dipole–dipole interaction

Ethanol C2H5OH 46 �114�C 78.5�C Dispersion forces þ hydrogen bonding

Sodium fluoride 42 993�C 1704�C Ionic bonding

Box 1.8 Resonance and infrared
spectrophotometry as a simple tool for
observing bond strength

The concept of resonance was first applied to the benzene

ring where all the bonds were found to be identical. In the

structure drawn on the left it looks as if there are two

different types of bond and the structure is more

correctly drawn as on the right with the electron density

from the double bonds evenly distributed throughout the

molecule.

All bonds equivalent

There are a number of ways of observing the electron

density within double bonds. One simple method is

infrared spectrophotometry (IR). IR observes interaction of

IR radiation (heat radiation) with bonds in molecules. IR

radiation causes bonds to stretch: the lower the

wavenumber (1/l) of the IR radiation required to stretch a

bond the weaker a bond. The energy of the radiation used

in IR is reported as 1/wavelength in centimetres. The higher

the number, the higher the energy. Carbonyl groups

absorb IR radiation between 1650 cm�1 and 1800 cm�1.

The carbonyl group of the ester in aspirin has an absorption

at 1760 cm�1 whereas the carbonyl group in the amide of

paracetamol absorbs at 1650 cm�1. This indicates that the

carbonyl in paracetamol has lost some of its electron

density and thus some of its strength relative to the

carbonyl in aspirin due to the resonance shown in

Figure 1.5.
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the magnitude of the energy of the attraction would be
694 kJ mol�1 if they were separated by a distance of 200
picometres in a vacuum. Such an energy is greater than
the strength of most covalent bonds. However, in practice
many ionic bonds can be readily broken using water as a
solvent because of the strength of the bonds formed
between the water and the positive and negative ions.

Na þ Cl Naþ þ Cl�

When a salt is dissolved in a solvent, the force of attrac-
tion between its ions is governed largely by the dielectric
constant of the medium in which it is dissolved and the
distance of separation between the two ions. The force
of attraction between two ions can be calculated accord-
ing to equation 2.

ForceðFÞ ¼ Q1Q2

er2
2

Where Q1 and Q2 are the charges on the ions, r is the dis-
tance of separation and e is the dielectric constant of the
medium.

The dielectric constant of water is defined as 80 relative to
that of a vacuum. Thus energy of the bond between two
point charges separated by two picometres in water would
be 80 times less than the energy of the bond in a vacuum
and have a value of ca. 8 kJ mol�1. Water is the best solvent
for ionic compounds because of its high dielectric constant.
Table 1.4 shows the dielectric constants of some common
solvents. Sodium chloride dissolves in water at 1 g in
2.8 mL and in glycerol, which has half the dielectric con-
stant of water; 1 g dissolves in 10 mL. Sodium chloride is
almost insoluble in ethanol; in this case the dielectric con-
stant is too low for the inter-ionic attraction to be overcome.

In living systems, ionic associations take place in aque-
ous media and the energies involved in these types of inter-
action are between 4 and 40 kJ mol�1. The reason for the

wide range in energies of ionic interactions is that the
strength of the interaction depends on the dielectric con-
stant of the environment and on how closely the two ions
approach. Strong interactions between ions may occur
because within cell membranes and in the hydrophobic
cavities of proteins the amounts of water present may be
greatly reduced, resulting in a decrease in the dielectric con-
stant of the environment. The binding of an ionic drug
with hydrophobic groups attached may further reduce the
water present in a binding site. Since the force of attraction
between ions varies as the square of the distance of their
separation ionic forces act over a greater distance than the
other intermolecular forces described below. The long-
range attraction of ions and the consequent speed of asso-
ciation between oppositely charged ions means that ionic
forces are important in driving much of the mechanical
work of the cell. Table 1.5 shows the principal ionic groups
which are found in proteins, along with their pKa values
and percentage ionisation of these groups at the physiolog-
ical pH of 7.4. These charged groups within protein struc-
tures provide sites for the binding of ionic drugs through
formation of ion pairs and non-ionic drugs through ion–
dipole interactions.

Where ionic interaction is an important component in
the interaction of a drug with a receptor or G-protein,
other forces may come into play in reinforcing the ionic
interaction and these include particularly dipole–dipole
interactions, hydrogen bonding and van der Waals forces
(as illustrated in Fig. 1.1 for adrenaline). Thus the thermo-
dynamics of drug action is based on the interplay between
several forces which are relatively weak compared to the
covalent bonds which make up the scaffolding of living
systems. That is not to say that these weaker forces do
not result indirectly in the breaking or formation of cova-
lent bonds, but this is a consequence of the initial interac-
tion of the drug with its receptor, which may trigger off
enzyme action which results the making or breaking of
covalent bonds.

Table 1.4 Dielectric constants of some common
solvents

SOLVENT DIELECTRIC CONSTANT e

Water 78.5

Glycerol C3H5(OH)3 42.5

Acetonitrile CH3CN 36.2

Methanol CH3OH 32.6

Ethanol CH3 CH2OH 24.3

Benzene C6H6 4.6

Box 1.9 A digression on the matter of force
versus energy

It is quite easy to use the terms force and energy

interchangeably. However, there is a difference.

Intermolecular force decreases as the distance between two

atoms or molecules increases. Thus, the spring analogy used

to describe a bond is not strictly correct since the resistance

produced by a spring when it is stretched beyond the point

where it will spring back becomes high. Two better analogies

are: moving two strong magnets apart, where the force

decreases with distance until it is too weak to move them

back together; or pulling a fence post out of some sticky mud

where initially the resistance is high but, as it becomes less

deeply buried, it moves more easily. In the two activities

described, the energy required is the sum of the effort

expended in overcoming the force of resistance (analogous

to bond energy) which decreases with the distance moved

from the starting point.

Chapter | 1 | Bond type and bond strength
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 Dipole–dipole interactions

The strength of a dipole (Fig 1.7) within a bond depends
on the relative electronegativities of the atoms composing
the bond. Where a molecule contains a dipole, it can
interact with other molecules containing a dipole. The
force between two dipoles is give by equation 3.

ForceðFÞ ¼ � 2mAmB
er4

3

Where mA and mB are the dipole moments of the molecules
involved in the interaction, e is the dielectric constant on
the medium in which the interaction is taking place. r is
the distance between the two dipoles.

Equation 3 holds if the dipoles interact in a linear fashion
as shown in Figure 1.7A: in this case the interaction is maxi-
mal. Where the interaction is at an angle as in Figure 1.7B,
the interaction is given by equation 4 (cos y is <1).

ForceðFÞ ¼ � 2mA cosymB cosy
0

er4
4

Dipolar interactions are very dependent on temperature
since an increase in temperature promotes randommotion
in molecules, which makes the linear orientation of the
dipoles less likely. The interaction between dipoles falls
off with the fourth power of distance and thus acts over a

much smaller distance than ionic interactions, which are
dependent of r2. The strength of these interactions is within
an energy range of 0.4–4 kJ mol�1. When brought into
close contact within a receptor, for example, ionic interac-
tions, dipolar interactions with a drug become significant
since contact is both close and at the optimum angle. If
dipole–dipole interactions are important for activity at a
receptor, any slight spatial adjustment in order to accom-
modate of a molecule could result in loss of activity.

Ion–dipole interactions

The interaction between an ion and a dipole (Fig. 1.8)
depends on the cube of the distance between them
(equation 5). Like dipole–dipole interactions, these inter-
actions depend on the orientation of the dipole with
respect to the ion.

Charged dipole interactions tend to be stronger than
dipole–dipole interactions and have energies in the range
1–10 kJ mol�1. These interactions are responsible for the
solvation of ions in solution and are responsible for pro-
moting the dissolution of ionic solids.

ForceðFÞ ¼ mqcosy
er3

5

Van der Waals forces

Van der Waals forces (or London dispersion forces) arise in
molecules where the charge appears to be evenly distributed
because vibrations withinmolecules cause transient dipoles.
These transient dipoles induce transient attractive dipoles in

Table 1.5 Ionised groups found on proteins

Acidic groups pKa % Ionisation at
pH 7.4

Terminal carboxyl

(–COO�)
1.8–2.4 100

Aspartic acid side chain

(–CH2CH2COO
�)

3.7 99.98

Glutamic acid side chain

(–CH2CH2CH2 COO�)
4.3 99.9

Basic Groups

Terminal ammonium

(–NH3
þ)

7.5–10.3 55.7–99.9

Arginine (–NH�(NH2)

C¼NH2
þ)

12.5 100

Lysine

(–CH2CH2CH2CH2NH3
þ)

10.5 99.9

Histidine

N N

CH2
-

H

H

6.0 4

+ +

+

+

-

-

-

-
r

r

θ θ'

A

B

Figure 1.7 Dipole–dipole interactions.

q-
+

-

q

Figure 1.8 Ion–dipole interaction.
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adjacent molecules with energies in the range 0.3–1.9
kJ mol�1. As can be seen from equation 6, these forces only
operate at very close range and fall off at the rate of the
seventh power of the separation of the interacting species.

ForceðFÞ ¼ 3Ia2

4r7
6

Where I is the first ionisation potential of the atom or
molecule involved in the interaction, a is its polarisabliity
and r is the separation distance.

However, at close range the additive effect of the inter-
actions can be high and, for instance, it has been esti-
mated that the additive effect of attraction between the
atoms involved in the hydrocarbon chain of stearic acid
is 33.5 kJ mol�1 (Fig. 1.9).

The strength of the forces involved depends on the
polarisablility of the structural component in which the
transient dipole is induced. The increased polarisability
is related to increased molecular weight and large atoms
within a structure increase the van der Waals interactions
considerably because of their high polarisabilities. This
can be seen in the case of C2H5Cl (B.P. 12

�C), C2H5Br
(B.P. 38�C) and C2H5I (B.P. 72

�C). The dipole moment
of these molecules increases from iodide to chloride but
this is more than offset by the increasing van der Waals
interactions from chloride to iodide.

CHARGE TRANSFER INTERACTIONS

Charge transfer interactions are also thought to be impor-
tant in the interaction between drugs and proteins. These
interactions are quite weak being <1 eV. A commonplace
example is the complex formed between picric acid and
creatinine (Fig. 1.10) in solution which is used as a

clinical assay to normalise the concentration of urine sam-
ples. Charge transfer requires a p-base, in this case creati-
nine which is electron rich and a p-acid, in this case
picric acid which is electron deficient due to electrons
being withdrawn from the aromatic ring. The formation
of the complex results in a shift in the ultraviolet spec-
trum, which can be quantitatively measured.

Such interactions are also possible between ions and
electron-rich systems. In some cases, charge transfer interac-
tions may be involved in receptor binding, e.g. interactions
between a quaternary ammonium centre in a drug and
phenylalanine side chains in a protein (Fig. 1.11).

THE HYDROGEN BOND, SOLVATION
AND ENTROPY OF MIXING

The hydrogen bond occurs whenever hydrogen, which is
bonded to an electronegative atom such as N or O, inter-
acts with another electronegative atom. The most immedi-
ately familiar type of hydrogen bond is that which occurs
between water molecules but the hydrogen bond is also
very important in the structure of DNA and proteins.
Compared to other hydrides of electronegative elements,
the boiling point of water is high, e.g. compare water
100�C, HF 20�C and HCl �33�C. The boiling point of
water is thus elevated above that which would be pre-
dicted on the basis of its molecular weight (MW). For
instance H2S has a boiling point of �61�C although its
MW is 34 compared with a MW of 18 for water. The ele-
vation of boiling point in the case of water is due to the
strong hydrogen bonds between its molecules. Hydrogen
bonds are specialised dipole–dipole interactions. The
strength of the hydrogen bonds in water is partly due to
the high electronegativity of oxygen and partly due to the
favourable geometry of the water molecule that allows the
formation of two hydrogen bonds per molecule and the for-
mation of complex networks of water molecules. The hydro-
gen bond in water is expressed as shown in Figure 1.12.

The weaker hydrogen bond is represented by the
dotted line. Hydrogen bond strength in water is around
20 kJ mol�1. The bulk structure of water consists of cluster

COOH

COOH

van der Waals interaction between chains

Figure 1.9 Van der Waals interaction between the chains of
stearic acid.

N

N NH2

O

H3C

OH

NO2

NO2O2N

δ− δ+

Charge transfer

Creatinine Picric acid

Figure 1.10 Charge transfer complex between creatinine and
picric acid.

N

δ−

δ−

Phenylalanine
side chains

Figure 1.11 Interaction between aromatic amino acid residues
and a quaternary ammonium ion.
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of hydrogen-bonded molecules (Fig. 1.13). If a water-
soluble alcohol such as methanol is mixed with water,
the temperature rises upon mixing. This is due to the
thermodynamics of mixing.

We have touched on the ideas of thermodynamics in
the process of discussing the release of energy when bonds
are broken and reformed, e.g. propane burns in air, and
because of the large release of energy resulting from the
formation of H–O and C–O bonds. If we examine the
preparation of a solution containing 20% w/w methanol
in water by mixing the two liquids, it is not immediately
apparent why the solution should get warmer.

On closer examination, it can be seen that the metha-
nol can only hydrogen bond at one end of the molecule
(Fig. 1.14) and thus it causes many of the hydrogen bonds
between water molecules to break, and this process would

be expected to require an investment of energy rather than
generating heat. This simple, easily observable example
necessitates the introduction of another concept into the
generation of energy by chemical change. We have
observed earlier when weaker bonds are replaced with
stronger bonds energy is released. In the current example,
it is the second law of thermodynamics that explains the
warming of the methanol–water mixture. The change in
energy during a process according to the second law of
thermodynamics can be stated as follows:

DG ¼ DH � TDS

Where DG is the Gibbs free energy of a process, which is a
measure of how thermodynamically favourable it is. We
have already encountered DH in the form of the heat
generated or by a chemical change, but heat alone does
not fully describe a process. For instance, when ice melts
the heat invested in breaking the bonds between the water
molecules in the ice cannot be readily recovered in order
to reverse the process; although the water remains at 0�C
when it melts it does not spontaneously turn back into
ice. The reason that processes are not readily reversible is
because some of the energy generated or invested during
the change takes the form of entropy, DS (Box 1.10).
Entropy concerns the behaviour of molecules during a
chemical or physical change. When ice melts, the mole-
cules in the water produced have greater freedom to move
about (kinetic energy) and greater freedom to vibrate and
rotate (internal molecular energy) than they did in the ice.
Such energy processes, which change the way in which
molecules behave in space, are termed entropy and are
not reversible without investing energy. For example, if
we want to refreeze water to produce ice using a freezer
we have to use electrical heating to evaporate the refriger-
ant in the freezer in order to produce the cooling required
in the same way as eau de cologne cools the skin as it
evaporates. The greater the freedom of molecules due to
being able to move, and for complex molecules this
includes vibration, rotation etc., as well as translational
movement, the greater the entropy of a system. The heat
generated when methanol is mixed with water indicates
that mixing in this case is energetically favourable despite
the loss of hydrogen bonding shown in Figure 1.14. The
processes occurring during the mixing are complex but
at least in part some of the energy emitted is due to a loss
of vibrational energy in the methyl group, possibly due to
compression by water molecules. This can be seen in the
IR spectrum of the methyl group where the C–H stretch-
ing occurs at higher energy in methanol–water mixtures
compared to pure methanol (Watson et al. unpublished).
Such events at the molecular level may seem a little
abstract but what we observe is that the methanol–water
mixture emits heat radiation upon mixing. Indeed, our
perception of the heat is due to transfer of some of the
vibrational entropy to the molecules making up our skin
surface from the warm molecules that our skin is in
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Figure 1.12 The hydrogen bond in water.
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contact with. The concept of entropy or energy change
accompanying a change in the order of molecules is
important in relation to the binding of drugs to their sites
of action. The binding of a drug to a receptor can be
extremely complex with regard to the effect on other
molecules in solution since it can: displace bound water,
displace ions which can have an effect both on the struc-
ture of the water surrounding the binding site, and
change the position of hydrophobic or hydrophilic
groups which can affect the structure of the protein to
which it is binding and also the structure of the water in
the environment. However, overall binding has to be
thermodynamically favourable and for many drugs bind-
ing has to be more favourable than for the natural ligand
at the binding site.

SOLVATION OF IONS

The medium for solvation of greatest interest in biological
systems is water. As was seen in the case of hydrogen
bonding, water, because of its strong dipole, has an affin-
ity for both positive and negative centres of charge. This
makes it an excellent solvent for ionic materials. For
instance, sodium chloride will dissolve quite readily in
water despite the high energy of the ionic bonds holding
the ions together because when it dissolves there is a large
gain in energy in the form of the dipolar bonds formed
between water and the free ions in solution. Table 1.6
shows the hydration enthalpies and entropies for a num-
ber of ions. In water, ions are ‘structure making’ and the
heat produced is due to favourable enthalpy where bonds
are formed. The negative entropy values in the table indi-
cate that entropy decreases when solvation occurs.

In general, the higher the charge density (charge/ionic
radius) of an ion, the greater its enthalpy and entropy of
hydration. When taking into account ionic radius, the
degree of salvation of the ion has to be considered; thus,
for instance, the sodium ion is too large for potassium
ion channels since, although its ionic radius is smaller
overall, it has a larger radius due to the fact that it is in asso-
ciation with more water molecules than potassium. Most
organic cations have relatively low charge densities com-
pared to inorganic cations and hence relatively low levels
of hydration. As can be seen from Table 1.6, cations tend
to be more extensively hydrated than anions. The mechan-
ics of living systems are essentially driven by electrostatic
interactions between ions and proteins and water.

Box 1.10 Explanations of entropy

Entropy is a troublesome concept, so it is worth trying to

define it in a number of different ways.

• Increasing entropy is a tendency of molecules and atoms

towards occupying increasingly diverse energy states. It is

natural for matter to become disordered simply because

there are many more ways in which molecules can be

arranged in a disorderly fashion than an orderly fashion.

• A ball dropped onto a stone floorwill continue bouncing until

its kinetic energy has been dispersed. The original energy is

transferred to themolecules of the ball and to those of its area

of contact with the floor, which will slowly heat up (this is

more easily seen in a squash ball after a few minutes’ play)

thus increasing the randommovement of both themolecules

within the floor and the molecules within the ball. To reverse

the process and push the ball back to the height at which it

started, an extremely unlikely eventwould have to occur. This

would be that the molecules of the ball and the area of its

contact with the floor would have to simultaneously move

exactly in the opposite direction rather than randomly.

• It is important to distinguish entropy (disorder) at the

molecular level from that at a macro level. Thus a tornado,

which is a relatively ordered volume of air molecules, may

cause chaos through devastating a town but the biggest

change in entropy is undergone by the air molecules

themselves which are seeking, and eventually find, a lower

pressure, less ordered (warmer) volume of air with which

they can mix. Only a very small proportion of the energy of

the tornado is transferred to the things which it breaks in its

path. With a wind turbine it is possible to harness such

entropic changes and convert them into, for instance, heat.

Table 1.6 Solvation energy of some ions found in
living systems

Ion �DH�
hydr

(kJ mol�1)
�DS�hydr
(J mol�1 K�1)

Ionic
radius (A)

Hþ 1089 109

Liþ 509 119 0.6

Naþ 398 87 0.95

Kþ 314 52 1.33

Mg2þ 1908 268 0.65

Ca2þ 1577 209 0.99

Cl� 377 98 1.81

Br� 343 83 1.95
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Self Test 1.1

Mimic: isoprenaline and terbutaline. Block: oxprenolol and

propranolol.

The blocking agents will bind strongly to the carboxylic

group via their amine groups and also interact where the

side chain hydroxyl of adrenaline binds.

Self Test 1.2

Methylacetate < chloromethylacetate < dichloromethyl-

acetate.

Variation in the rate of acid hydrolysis is much less

marked, as indicated by a lesser degree of variation in the

negative partial charges on the oxygens.

Solvation of Ions
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